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Abstract

A special class of multicriteria classification problems is under consideration in the paper: expert classification

problem. It consists in the construction of an expert knowledge base in a classification task. The criterion of expert

classification methods efficiency is the minimum number of questions needed for the construction of a complete

classification. To arrive at an efficiency estimation system for different methods, a comparison with mathematical al-

gorithms of monotone functions decoding is made. The two best algorithms optimal by Shannon are presented. A

procedure of simulating different monotone functions is proposed. A new efficient method of expert classification,

CYCLE, is proposed. The results of the simulation demonstrate that the method CYCLE has good evaluations of

efficiency for arbitrary monotone functions. � 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

The problem of constructing a knowledge
base imitating expert reasoning is one of the
most important in artificial intelligence. The
problem consists in creating a computer model
that could behave like an expert in answering the
user’s questions. According to the famous Turing
test [1] the construction of such a model could
be a demonstration of artificial intellectual exis-
tence.

In many practical cases the problem of knowl-
edge base construction could be represented as one
of classification because expert knowledge consists
in the assignment of objects to different decision
classes. For example, in technical diagnostics an
engineer analyses the troubles in a complex system
and assigns them to one of the several classes. In
the problems of medical diagnostics, a physician
analyses the patient’s state and refers it to one of
the several possible diseases.

In a general case, a typical problem is to
assign a decision class to an object with
evaluations by several criteria. An expert
demonstrates his/her knowledge while performing
the classification. That is why such problems
could be referred to as expert classification
problems.
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There are different statements of multicriteria
classification problems. For example, in the field of
decision making there are two quite different
problems:
• to construct a decision maker’s rule for the clas-
sification of any set of multicriteria alternatives
[2–4];

• to find a set of decision rules describing the
given classification of multicriteria alternative
subsets [5].
Let us call an expert decision concerning clas-

sification of one object (a combination of criteria
estimates) as a production. In fact, the decision
could be represented as a rule: if an object has the
following evaluations by criteria then it belongs to
a particular decision class. It was shown that a
knowledge base could be represented as a set of
productions [6]. The problem of expert knowledge
base construction is a well-known problem of
artificial intelligence.

There are different approaches to the problem
of expert knowledge acquisition. The best known
is a KADS approach for creating an efficient
toolbox for a knowledge engineer [7].

In [8,9] a new statement of an expert classifi-
cation problem has been proposed: the construc-
tion of a complete and non-contradictory
knowledge base by a direct dialogue ‘‘expert-
computer’’. The main ideas of the approach are as
follows:
1. The structure of the classification task is put

into computer as decision classes, criteria and
estimation scales of the criteria. The Cartesian
product of criteria scales defines the set of pos-
sible objects – possible descriptions of objects in
terms of criteria.

2. The classification is complete if expert decisions
allow one to assign all possible objects with es-
timates by multiple criteria to the decision
classes. The classification is non-contradictory
if there are no intransitive decisions in the as-
signment. The main purpose is to construct a
complete and non-contradictory expert classifi-
cation. A complete knowledge base provides in-
sight into the structure of expert knowledge [9].

3. It is known that the major part of expert knowl-
edge is unconscious. Therefore one cannot ex-
pect to obtain decision rules by simply asking

an expert about them. But it is possible to pre-
sent descriptions of objects in terms of esti-
mates by criteria and ask an expert to classify
them. This classification process is the usual ac-
tivity of an expert.

4. An expert classifies directly some set of multi-
criteria objects. On the basis of some multicrite-
ria space properties (see below), expert
decisions are used for indirect classification of
the remaining objects.

5. The analysis of expert decisions is carried out to
check the transitivity property, find possible
contradictions and provide the expert with
some means for intransitivity exclusion.

6. On the basis of a complete classification,
‘‘boundaries’’ between the decision classes (sets
of Pareto-optimal objects of a class) could be
constructed. The ‘‘boundary’’ objects represent
implicit expert decision rules [10].
On the basis of the proposed ideas, several

methods of expert classification have been devel-
oped (see below). They have been applied to dif-
ferent practical problems: construction of medical
expert systems [8], development of the tutoring
system based on the expert knowledge [11] and
some others.

The efficiency of the developed expert classifi-
cation methods could be measured as a number of
productions per hour that would be elicited by
computer from an expert. For the methods based
on the ideas presented above the number of pro-
ductions classified directly and indirectly is 200–
500 per hour [9,11]. For different classification
problems the ratio of directly elicited productions
varies from approximately 25% to 50%.

In spite of a relatively high efficiency of the
developed methods, the question about their
evaluation from the standpoint of maximum pos-
sible productivity remains.

The criterion of efficiency for an expert classi-
fication method is the minimal load on the expert:
the minimal number of questions needed for the
construction of a complete classification. Indeed,
expert time is very valuable. A knowledge base
may include hundreds and thousands of objects.
The process of knowledge base construction could
be very time consuming. That is why the criterion
of a minimal number of questions needed for the
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construction of a complete classification goes well
with the method of efficiency estimation.

When taking this criterion as the basis for the
efficiency evaluation, it is necessary to note that in
reality the analysis of possible expert contradic-
tions requires additional questions. Therefore such
an evaluation could give the absolute minimum of
the required number of questions.

The aim of this paper is to compare the effi-
ciency of different expert classification methods
and obtain the evaluation of expert classification
methods from the point of view of maximal pos-
sible efficiency. As the basis for the comparison
mathematical methods of monotone functions
decoding are chosen.

In a general case of expert classification non-
monotonic functions may exist. Expert knowledge
bases could be constructed in this case as well (see
details in [5]). But our practical experience and
psychological experiments demonstrate that the
case of monotonicity occurs quite frequently in
expert knowledge bases construction. That is why
a comparison with mathematical decoding algo-
rithms could be carried out.

The task of monotone functions decoding in
algebra is one of the well-known problems of
modern mathematics [12–14]. The methods of de-
coding have the same efficiency criterion. Formal
efficiency estimates for different decoding methods
are derived [12–14].

Below we present the problem statement for
monotone functions decoding with an oracle. The
ideas of two efficient algorithms by Shannon are
given. We discuss the difference between the prob-
lem of expert classification and that of the mono-
tone functions decoding. A procedure of efficiency
evaluation is introduced. We briefly describe two
existing expert classification methods. A new and
efficientmethod of expert classification is presented.
The comparison results allow evaluating the relative
and absolute efficiency of different methods.

2. Monotone functions decoding problem in algebra

of logic

The problem of monotone functions decoding
can be briefly represented in the following way:

Consider a set of N variables each taking values
from some finite set f1; . . . ;xqg, q 2 1;N . A
function f defined on this set and taking values
from the set f1; . . . ;mg is called monotone if the
condition xq 6 yq for any q 2 1;N implies that

f ðx1; x2; . . . ; xN Þ6 f ðy1; y2; . . . ; yN Þ:

Let us assume that we have a source of infor-
mation called an oracle. The oracle means an ob-
jective source of information (for instance, a
sensor) or a human being (a person who makes
decisions, an expert).

Let us denote by MN the class of all monotone
binary ðm ¼ 2Þ functions of N variables. Any
function f 2 MN splits the set Y ¼ f1; . . . ;x1g �
f1; . . . ;x2g � � � � � f1; . . . ;xNg into two disjoint
subsets. We denote them by C0 (the set of zeros)
and C1 (the set of ones).

Definition 1. The maximal elements of the set C0

and the minimal elements of the set C1 are called
boundary objects.

Definition 2. The sets C0 and C1 are called decision
classes.

The problem of decoding monotone functions
with an oracle lies in the following: The oracle is
supposed to correctly determine the value of a
function f at a given point y 2 Y . In other words,
the oracle decides to which class, C0 or C1, this
point should be assigned. The oracle is asked
until the values of f are found at all points of Y
on the basis of its answers or using the monot-
onicity of f.

The design of algorithms for optimal decoding
of monotone functions is one of the well-known
problems of the Boolean algebra [12–14].

Let us introduce the notion of an algorithm
optimal by Shannon. Let X be the set of all algo-
rithms for decoding of an arbitrary, unknown in
advance, function f 2 MN by means of a certain
number of questions to the operator Bf . This op-
erator returns the value f ðyÞ for any vector y 2 Y .
Let uðA; f ;NÞ be the number of questions for al-
gorithm A 2 X to the operator Bf while decoding a
function f 2 MN . Then, the Shannon function is
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~uuðNÞ ¼ min
A2X

max
f2MN

uðA; f ;NÞ:

The algorithm A	 is called optimal by Shannon
if

max
f2MN

uðA	; f ;NÞ ¼ ~uuðNÞ:

3. Expert classification problem

The problem of expert classification can be
formulated in the following way:

Given:
• K ¼ fK1;K2; . . . ;KNg – a set of criteria for esti-
mation of an object.

• Kq ¼ fkq1 ; k
q
2 ; . . . ; k

q
xq
g – a set of estimates on

the scale of qth criterion; xq – a number of
estimates on the scale of qth criterion; the es-
timates are ordered from the best to the
worst.

• Y ¼ K1 � K2 � � � � � KN – the Cartesian product
of the criteria scales that defines all possible al-
ternatives (combinations of estimates) yi 2 Y ,
yi ¼ ðyi1; yi2; . . . ; yiNÞ, where yiq is a gradation on
the scale of qth criterion.

• C ¼ fC1;C2; . . . ;Cmg is the set of decision
classes.

• The linear reflexive anti-symmetric transitive re-
lation QC is given on the set C so ðCi;CjÞ 2 QC if
i6 j. Also given is the linear anti-reflexive asym-
metric transitive relation PC so ðCi;CjÞ 2 PC if
ðCi;CjÞ 2 QC and i 6¼ j.

• The linear reflexive anti-symmetric transitive re-
lation Qq is given on each set Kq so ðkqi ; kqj Þ 2 Qq

if i6 j. Also given is the linear anti-reflexive
asymmetric relation Pq so ðkqi ; kqj Þ 2 Pq if
ðkqi ; kqj Þ 2 Qq and i 6¼ j.
Relations PC and Pq reflect ordering corre-

spondingly of the decision classes and scale
gradations on the basis of expert knowledge. We
introduce the reflexive anti-symmetric transitive
dominance relation

Q ¼ ðv;wÞ 2 Y
�

� Y j8q 2 1;Q; ðvq;wqÞ 2 Qq

�

on the set of all possible vectorial estimates Y as
well as the anti-reflexive asymmetric transitive
strict dominance relation

P ¼ ðv;wÞ 2 Y
n

� Y j8q 2 1;Q;

ðvq;wqÞ 2 Qq 9~qq : ðv~qq;w~qqÞ 2 P~qq

o
:

Needed: to build a reflection F: Y ! fYlg,
l ¼ 1;m on the basis of expert knowledge (where Yl
is a set of vectors belonging to class Cl) so if
ðv;wÞ 2 Q and v 2 Yi, then w 62 Yj for any j < i.

None of the vectors from Y dominating the
given one could be assigned to a less preferable
class. We refer to the partition of the set Y as non-
contradictory if this requirement is fulfilled. More
formally, the partition of Y is non-contradictory if
it meets the following condition:

if yi 2 Yk; yj 2 Y l; ðyi; yjÞ 2 Q; then k6 l: ð1Þ

Different methods for the solution of the expert
classification problem are presented in [9,11].

4. Difference and similarity of two problems

The difference between the problems of mono-
tone function decoding and the problem of expert
classification is as follows:
1. The problem of expert classification has a more

general nature. There can be non-monotone
functions. The orderings of the estimates on cri-
teria scales reflecting expert knowledge can be
different with respect to different decision
classes. Decision classes can intersect.

2. The expert and the oracle are not quite the
same. The expert can make errors. That is
why certain procedures for error search and
elimination are incorporated into the expert
classification methods.
In spite of such a difference, there is an im-

portant similar stage in the algorithms of mono-
tone functions decoding and methods of expert
classification.

One of the most important steps in the devel-
opment of expert classification methods is the
definition of an effective strategy for questioning
an expert, i.e. defining the sequence of the vectors
yi being presented to an expert in the process of
classification. This phase is intended to solve the
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same problem, as do the functions decoding al-
gorithms. Assuming that a characteristic function,
which defines the classification, is monotone, and
an expert is unerring, both methods coincide. The
criterion of non-contradictory classification con-
struction through a minimal number of questions
to an expert is perfectly suitable for expert classi-
fication problems.

This creates a possibility to use the evaluations
of efficiency for decoding algorithms to estimate
the efficiency of expert classification methods.

5. The approach to comparison

The formal evaluations of efficiency are given
for a special kind of boundary between the deci-
sion classes: it is one with the maximum number of
boundary objects. For the binary criteria scales,
the minimax estimate for the number of questions
to an oracle is determined as the Shannon function
[13] in the form

uðNÞ ¼ CN=2
N þ CðN=2Þþ1

N :

For the problem of expert classification, a kind
of boundary is defined by expert knowledge in the
classification task. That is why we are interested in
efficiency evaluation for different kinds of bound-
aries between the decision classes. It is desirable
that a method be close to the optimal one for
various functions.

The analytical estimation of the method effi-
ciency for various functions (boundaries between
decision classes) is a very complicated problem.
Therefore, it is reasonable to compare different
algorithms and methods by using a simulation
approach. For using such an approach we are to
define which kinds of functions would be taken to
simulate different boundaries between the decision
classes.

The results of psychological research show the
typical decision rules given by experts in classifi-
cation tasks.

Psychological studies show that the expert de-
cision rules determining the boundaries between
the decision classes have a fairly definite structure
[8]. The internal organisation of expert knowledge

is determined by the characteristics of the human
information processing system. During the expert’s
long-lasting practice, the expert (a physician, ge-
ologist or engineer) generates rules (subconscious
and informal) for assigning objects with certain
characteristics to decision classes. The number of
such rules is relatively small. In a general case, each
of the rules has the structure of a tree whose root
contains combinations of values of r most impor-
tant features. A certain number of less important
features typical for the given class are added.
Usually, minor features are ‘‘interchangeable’’, and
the rule of adding them to the tree root has the
form of the binomial coefficient Ct

k. Here, k is the
total number of minor features ðN ¼ r þ kÞ and t is
the number of features that should be added to the
basic features to make a decision. Let us note that
an unconscious count is the typical operation for
human information processing system [15].

Consequently, the functions to be decoded in
simulation must be so chosen that they have the
structure described above. The structure gives a
possibility to also simulate the boundary with the
maximum number of objects: in this particular
case r ¼ 0 and all features (criteria) are equally
important.

This explanation is evident for the criteria with
binary scales. But in a general case, the simulation
could be done in the following way. For example,
for two decision classes C1, C2 the decision rules
for the class C2 could be simulated. It is natural to
suppose that an object belongs to the class C1 if it
does not belong to class C2. Let us suppose that for
each criterion the quality is equally distributed
among the evaluations on the scale and the eval-
uations are more or less typical of class C2 except
the first one (most typical of class C1). For the
simulation we could use the following decision
rule: the sum of numbers for evaluations by the
most important criteria is equal to r, and sum of
values of the other criteria is not less than t. Each
decision rule depends on three parameters: subset
of the most important criteria S, r and t.

Let us introduce special criteria for efficiency
evaluation of different classification (decoding)
methods.

A. The average number of questions to an oracle:
Qðr; tÞ. Since the results of comparison are sensi-
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tive to the choice of a most important criteria set
ðSÞ, the averaging is done on all possible variants
of the choice of S (note that if r ¼ 0, the decision
rule does not depend on S; it depends only on t).

B. The absolute efficiency of a method Eabsðr; tÞ.
The index of absolute efficiency is taken as the
relation of the sum of numbers of boundary ob-
jects for two neighbouring classes to Qðr; tÞ. Eabs is
larger than 0 and not larger than 1. It is the re-
dundancy measure of a number of questions posed
to an oracle. If Eabs ¼ 1, the number of questions is
optimal. If Eabs ¼ 0:5, the number of questions is
two times larger than the optimal.

The general scheme for comparison can be
represented as follows:
1. The functions separating the decision classes

that determine the answer of the oracle are sim-
ulated.

2. Various methods of classification (decoding of
functions) restore a particular function on the
basis of the oracle answers.

3. The efficiency of each method is evaluated in
terms of the special criteria given above.

6. The methods to be compared

6.1. Monotone functions decoding methods

Alexeev introduced in [14] a method for
monotone functions decoding dealing with the
functions defined on the set Y with arbitrary
numbers of estimations on criteria scales. His
method (hereinafter it will be referred to as Algo-
rithm AL) extends an algorithm introduced in [12]
based on the theorem about the existence of a
catenary partition of a set Y. A chain here is an
ordered sequence of vectors r ¼ hv1; v2; . . . ; vdi,
where for any i ¼ 1; d � 1 the following applies:
ðvi; viþ1Þ 2 P , vi differs from viþ1 by the value of
exactly one component j, and viþ1j ¼ vij þ 1. The
length d of the chain r is a number of vectors in the
chain.

Algorithm AL constructs a catenary partition
of the set Y. All the chains in the partition are
ordered by their length. Then the following pro-
cedure is applied consequently starting from the
shortest chains. A piece of a chain is defined,

where the values of f are not yet defined. The
middle element u is chosen on the selected piece.
Then the value of f at u is requested from the Bf

operator. The value f ðuÞ obtained is expanded by
monotonicity on elements of Y. For that part of
chain, where the values of f are still undefined, the
bisection is repeated, etc. The algorithm stops after
processing all the chains in the partition.

The following property of the algorithm AL is
demonstrated in [14]:

maxf2MY ;F uðAL; f ;NÞ
~uuðNÞ 6

1

2
ð½log2 k� þ 1Þ;

where AL is Alexeev’s algorithm and

k ¼ max
q21;N

xq:

Thus the algorithm AL is optimal by Shannon
in case of binary criteria scales ðk ¼ 2Þ, i.e. for the
longest borders between classes it poses to an ex-
pert the minimal number of questions.

Sokolov introduced in [13] a different method for
decodingmonotoneBoolean functions in algebra of
logic. This recursive algorithm uses decomposition
of a problem into sub-problems. Unit N-dimen-
sional hypercube EN with even N is split into four
subsetsEN�2ð0; 0Þ,EN�2ð0; 1Þ,EN�2ð1; 0Þ,EN�2ð1; 1Þ.
Here EN�jðb1; . . . ; bjÞ denotes a subset of all a ele-
ments of the set Y such that a1 ¼ b1; a2 ¼
b2; . . . ; aj ¼ bj, 06 j6 n. The values of f are first
determined ‘‘in the middle’’ of unit hypercube EN :
separately at the points of the set EN�2ð0; 1Þ and
EN�2ð1; 0Þ; and then ‘‘at the ends’’: separately at the
points of the set EN�2ð0; 0Þ and EN�2ð1; 1Þ. Here,
each of the mentioned subsets is, in turn, split into
four subsets EN�4ðb1; b2; 0; 0Þ, EN�4ðb1; b2; 0; 1Þ,
EN�4ðb1; b2; 1; 0Þ, EN�4ðb1; b2; 1; 1Þ, etc.;
b1; b2 2 f0; 1g. The set EN for the oddN is split into
two subsetsEN�1ð0Þ andEN�1ð1Þ. Then the decoding
problem is solved separately for each subset fol-
lowing the scheme for the even N presented above.
Due to the absence of a catenary partition, the So-
kolov algorithm is less computationally complex
and demands less working memory.

The paper [13] includes a proof of the Shannon
optimality for the Sokolov algorithm.
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6.2. Expert classification methods

6.2.1. CLASS method
CLASS algorithm [9] uses a maximin procedure

to choose an object for presentation to an expert.
For each not yet classified object a minimum by all
possible DM’s answers of a number of indirectly
classified objects is calculated using the dominance
expansion algorithm. Then an object for which
this figure is maximal is selected. The weak point
of ‘‘CLASS’’ algorithm is its computational com-
plexity which amounts to OðjY j2Þ with a fixed
number of classes.

6.2.2. ORCLASS method
At each step of the ORCLASS algorithm [3]

one should calculate Gi – a set of class numbers
possible for yi according to (1). Before the classi-
fication all Gi ¼ f1; 2; . . . ;mg, because there is not

yet information about the expert’s preferences.
When the classification is finished, all Gi consist of
exactly one element, i.e. jGij ¼ 1.

Then among vectors yi the algorithm chooses
the one whose direct classification by an expert
allows indirectly classifying by dominance relation
as many objects as possible. Usually, the proba-
bility of attributing a vector to some class is taken
into account. An index pik (estimating the proba-
bility of attributing a vector yi to class Ck) is as-
sociated with the proximity of the vector to the
specimens of the given class. For pik computation a
normalized distance between yi and Ck class centre
was suggested to be used. Then it is possible to
build a single quantitative index of ‘‘information
density’’ for each not yet classified vector yi:

UðyiÞ ¼
X
k2Gi

pikgik; ð2Þ

Fig. 1. The average number of questions to an oracle for algorithm AL in the case of 6 criteria with 3 evaluations on the scale.
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where gik is the number of vectors from Y whose
classification becomes known when an expert as-
signs vector yi to class Ck. At each step of the al-
gorithm the expert is presented vector yi for direct
classification, so the index (2) reaches a maxi-
mum.

There are also certain procedures for consis-
tency control of the expert’s answers, i.e. a check
that condition (1) holds. A drawback of the OR-
CLASS algorithm is its high computational com-
plexity which amounts to OðjY j2 � mÞ.

6.2.3. CYCLE method
CYCLE algorithm is a new method for expert

classification. The Russian name of the method
is an abbreviation of the ‘‘Catenary Interactive
Classification’’. The CYCLE algorithm is an
evolutionary derivative of the DIFCLASS algo-
rithm [11]. DIFCLASS was designed to solve

expert classification problems with two decision
classes and binary criteria scales. CYCLE ex-
tends the DIFCLASS system to the case of an
arbitrary number of decision classes and ordinal
gradations on criteria scales. The results of our
computing experiment demonstrated (see below)
that efficiency characteristics of these algorithms
are practically the same when criteria have bi-
nary scales. Therefore, in what follows we will
not cite the results concerning DIFCLASS al-
gorithm.

As in what precedes, we will not distinguish
between an object described by estimates by cri-
teria and its vector representation.

Consider a metrics qðx; yÞ in the discrete space
Y:

qðx; yÞ ¼
XN
i¼1

xij � yij:

Fig. 2. The average number of questions to an oracle for algorithm CYCLE in the case of 6 criteria with 3 evaluations on the scale.
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Let the index of a vector x 2 Y (denoted as kxk)
be the number qð~00; xÞ, i.e. the sum of all its com-
ponents.

The chain R is an ordered sequence of vectors
from Y:

R ¼ hv1; v2; . . . ; vdi

so ðvi; viþ1Þ 2 P and qðvi; viþ1Þ ¼ 1 for any
i ¼ 1; d � 1. The length of a chain is a number of
vectors in it and is denoted as jRj.

For the vectors x; y 2 Y so ðx; yÞ 2 P consider
the set

Kðx; yÞ ¼ v 2 Y j ðx; vÞ 2 Q; ðv; yÞ 2 Qf g;

i.e. the set of vectors dominating y and dominated
by x.

Having denoted

y0 ¼ ð0; 0; . . . ; 0Þ;
y00 ¼ ðn1 � 1; n2 � 1; . . . ; nN � 1Þ;

one can easily notice that Kðy0; y00Þ coincides with
the space Y.

Let us also consider the set

Mðx; yÞ ¼ v 2 Kðx; yÞ kvk
����

�
¼ kxk þ kyk

2

�
;

i.e. the subset of vectors from Kðx, y), equidistant
from x and y (hereinafter the division is accom-
plished without remainder).

Let us define numerical functions CUðxÞ and
CLðxÞ on Y. The values of the functions corre-
spond to the maximal and minimal number of a
class that could be assigned to the vector x without
violating the consistency condition (1). Vector x is
assigned to the class Ck when

CUðxÞ ¼ CLðxÞ ¼ k:

Fig. 3. Absolute efficiency of AL algorithm in the case of 10 criteria with 2 estimates on the scale.
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Let us define a procedure SðxÞ (expansion by
dominance). Assuming that the decision class for x
is known: x 2 Yk (which means CUðxÞ ¼ CL

ðxÞ ¼ k), for each y 2 Y so ðx; yÞ 2 P and
CLðyÞ < k the function CLðyÞ is redefined:
CLðyÞ ¼ k. In the same manner, for each z 2 Y
such that ðz; xÞ 2 P and CUðzÞ > k the function
CUðzÞ is redefined: CUðzÞ ¼ k.

The main algorithm of CYCLE method could
be presented as follows. Let us denote Dða; bÞ – the
procedure of classification on the set Kða; bÞ,
which uses the idea of dynamic construction of the
chains connecting vectors a and b. It is assumed
that ða; bÞ 2 P and the classification of a and b is
known: a 2 Yk, b 2 Yl.

For each x 2 Mða; bÞ the following steps are to
be done:
1. If a decision class for x is unknown, then object

x is presented to an expert for direct classifica-

tion. 1 Let x 2 Yr. The expansion by the domi-
nance SðxÞ is accomplished. The consistency
condition (1) is checked. If it is violated, classi-
fication is revised (see next paragraph).

2. If r > k and ða; xÞ 2 P , then do Dða; xÞ.
3. If r < l and ðx; bÞ 2 P , then do Dðx; bÞ.

While classifying a vector x an expert can
make an error and a pair of vectors x; y 2 Y vi-
olating the consistency condition (1) will appear.
While such a pair exists, it is presented to an
expert with the request to change the decision
class of one or both vectors. After this, functions
CU are CL redefined to their initial state and ex-

Fig. 4. Absolute efficiency of CYCLE algorithm in the case of 10 criteria with 2 estimates on the scale.

1 It means that an object description in terms of criteria

estimates is presented to an expert along with a set of decision

classes. The expert is asked to assign the object to one of the

decision classes.
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pansion by dominance SðvÞ is accomplished for
each vector v that was directly classified by an
expert.

For the selection of the vector x at step 1 the
following heuristics is suggested: it is necessary to
find among all not yet classified vectors of the set
Mða; bÞ the one that directly dominates the maxi-
mum number of unclassified vectors; i.e. the vector
x	 is chosen so

x	 ¼ arg max
x2Mða;bÞ

y 2 Y ðx; yÞ 2 P or ðy; xÞ 2 P ;
�����

qðx; yÞ ¼ 1; CLðyÞ < CUðyÞ
���:

7. Results

In Figs. 1 and 2 we present typical surfaces that
illustrate comparison of AL and CYCLE algo-
rithms using the first criterion: average number of
questions ðQÞ to an oracle, depending on the pa-
rameters r and t (with six criteria and three eval-
uations on the scales). Here, the smaller the value
of Qðr; tÞ, the better.

For all figures: R is the sum of evaluation num-
bers by the most important criteria; T is the sum of
evaluation numbers by the other (less important)
criteria.

Comparison using the second criterion (average
efficiency: Eðr; tÞ) revealed that the average effi-
ciency of CYCLE method is much better than that
of any other method being compared. Two algo-
rithms for monotone functions decoding are very
close in efficiency (the difference being no more
than 0.06). The method CYCLE proved to be the
most efficient of expert classification methods.
Figs. 3–6 present absolute efficiency of AL and
CYCLE for different numbers of criteria and es-
timates on the scales. Here, the larger the value of
E, the better.

Fig. 3 demonstrates that the algorithm AL is
optimal by Shannon in the case of binary criteria
scales. Moreover, it remains optimal by Shannon
for other criteria scales; its efficiency reaches 1 in
the case of the most difficult boundaries (bound-
aries with the maximal number of objects) – see
points (r ¼ 0, t ¼ 5) for binary scales at Fig. 1
and

Fig. 5. Absolute efficiency of AL algorithm in the case of 4 criteria with 6 estimates on the scale.
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Fig. 6. Absolute efficiency of CYCLE algorithm in the case of 4 criteria with 6 estimates on the scale.

Fig. 7. Average absolute efficiency for AL algorithm.
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r
	

¼ 0; t ¼ ðk � 1Þ � N
2




for the scales with k estimates at Fig. 5.
The simulation demonstrates that for the most

difficult boundaries algorithm AL is a little better
than CYCLE. Absolute efficiency of AL is better
by 3% with k ¼ 2; by 5% with k ¼ 3; by 10% with
k ¼ 4; by 15% with k ¼ 5; by 13% with k ¼ 6. But
for other boundaries algorithm CYCLE is much
better. For example, for r ¼ 3, t ¼ 3 absolute effi-
ciency of CYCLE is 5–10 times larger.

For general comparison, we could find the av-
erage absolute efficiency for both algorithms tak-
ing the average value for all possible combinations
of r and t (where r ¼ 0; . . . ; ðk � 1Þ � N � 1 and
t ¼ 0; . . . ; ðk � 1Þ� N � 1� r). Figs. 7 and 8 show
the average absolute efficiency for a different
number of estimates on criteria scales.

Fig. 9 summarizes the results of the compari-
son. It shows the average absolute efficiency for all
algorithms.

Let us note that the standard deviation of the
averageabsoluteefficiencyequalsapprox.0.15–0.25.

Fig. 8. Average absolute efficiency for CYCLE algorithm.

Fig. 9. Average absolute efficiency for all algorithms in the case of binary criteria scales.
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8. Conclusion

The results demonstrate that on the average the
CYCLE method of expert classification is much
more effective in comparison with the algorithms
of monotone functions decoding and the previous
methods of expert classification.

The method CYCLE has very good adaptive
properties. It uses the idea of dynamic chains
construction during the classification. In the pro-
cess of choice it adapts to a function dividing the
decision classes by finding boundary elements with
a minimal number of questions to the oracle. In
comparison with decoding algorithms, the effi-
ciency of CYCLE is less than that of the Alexeev’s
algorithm only by several percent in the most dif-
ficult case. But on the average it is from 3 to 10
times more effective.

Although the CYCLE method has good effi-
ciency characteristics, there are some conditions and
limitations on its applicability. First, a problem is to
be structured in an appropriateway: there should be
ordinal criteria scales and ordered decision classes.
Second, there must be an expert – a person who has
spent long time solving corresponding practical
problems. A good expert has a deep understanding
of a professional area and solves classification
problems in a reliable manner. Third, the size of the
problem (number of criteria, quality grades and
decision classes) should correspond to the possibil-
ities and limitations of the human information
processing system. In practice the method has been
used for construction of knowledge bases that in-
clude up to 20,000 productions.

The application of CYCLE to different practi-
cal tasks allows one to obtain a good imitation of
expert knowledge and reasoning and save the ex-
pert’s valuable time.
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